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Accuracy of Models Predicting Corporate Bankruptcy
in a Selected Industry Branch

Dagmar CAMSKA

Abstract

The paper's main aim is an accuracy verificatiomlozens models predicting
financial distress. The evaluated models were eckan the past in developed
countries and especially in transition economieighHprobability of bankruptcy
does not affect only an ailing enterprise itself liualso influences other busi-
ness related entities or counterparties and theeefthe results provided by
models predicting financial distress have theiri@es usage as scoring models.
Models predicting financial distress help the desismaking process by pre-
dicting future development of selected businesiemntResearch hypotheses are
based on the idea that already existing modelsiptiag financial distress still
have enough explanatory power and accuracy forsimeimaking and there is
no need for the creation of a new one. The resesincluld answer the question
which models should nowadays be recommended thefongsactical use. The
paper uses for the verification tools such as Typgeror, Type Il Error, ROC
Curves and related AUROC coefficients.

Keywords: financial distress, bankruptcy models, CZ-NACEQ#gch Republic
JEL Classification : G30, G33, M20

Introduction — Importance of Models Predicting Fina ncial Distress

Prediction of corporate financial distress is @oss research topic whose
beginnings are connected with economists such #&wafl (1968) or Beaver
(1966). The approaches predicting corporate firsndistress or viability can
be classified as a specific tool of financial aseédy Corporate bankruptcy also
influences many other related entities such as Igupp customers, financial
institutions, the government etc. Due to the coafp@n with an ailing partner
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they may threaten their own viability. The modetesdicting financial distress
provide a quick and inexpensive answer and arefiwr determined for related
entities and not for the company itself which skloaionitor its own perfor-

mance regularly.

The debate about prediction models and their exgptary power is usually
re-opened by serious political and economic charidesieed to emphasize that
it is the case of the last global economic crisiss impossible to cover all meth-
ods and approaches predicting financial distressesl960's because many of
them were not published as a part of entities' khow and they are not aggre-
gate mentioned anywhere. Even though dozens ofrdiff corporate models
and approaches are introduced in this paper. Td&areh hypotheses are based
on the idea if the already existing models haw estiough explanatory power
for decision making. If the models still have athaccuracy there is no need for
the creation of new tools. The verification will dene on the Czech enterprises
whose data are expressed in financial accountinghé end the paper should
recommend the models which are the best for pelaige nowadays.

The paper is divided into several parts. The fiest is dedicated to theoreti-
cal background of models predicting financial diss. The second part is fo-
cused on the paper's objectives and used reseattiodology. The third part
introduces gained results and answers on researestions. The fourth part
contains discussion and it is followed by conclasio

1. Theoretical Basis

Financial viability is the key issue for every emrise because surviving in
along run is not possible in case of poor findngiarformance. Kapfiski
(2008) summarizes the components on which finarstemding depends — the
company's financial structure, financial liquidigglvency, the company's ability
to adapt, economic resources, ability to generedétpability to maximize the
company's market value. Models predicting finandiatress are based on the
following ideas. According to their financial penfieance it is possible to distin-
guish companies with high and low probability ohkaiptcy. The models in-
cluded in the paper use the financial data derfvewh financial statements for
prediction. Statistical methods as the discriminramalysis and logistic regres-
sion were originally used for the models' constarctMost tested models use
two or three zones (unhealthy, grey and healthypfaluation. Verified models
were created in different political, economic am@dgraphical environments.

The core of verified approaches is representeth&yCzech models because
of the paper focus. The Czech Republic is introdunethe family indices IN —
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IN99, INO1 (Neumaierova and Neumaier, 2002) and5INBeumaierova and
Neumaier, 2005), followed by Grinwald Bonita Indgrinwald, 2001) and
Balance Analysis System by Rudolf Doucha (Doucl#86). Karas and Ré&a-
kova (2013) or Halek (2013) have come up with ng@graaches during recent
years. These approaches will unfortunately notdrified here because Halek's
approach is not a quick scoring model and KarasRe#lakova approach works
successfully only for large entities and it regsieEcounting data expressed in
euros, more detail ifdmska (2014). The developed economies are repeesent
by Altman Z-Score (Altman, 1993), Bonita Index (ihe German original
Bonitatsanalyse, Wdber and Siebenlist, 2009) ofi¢aia (Kralicek, 2007). These
approaches are widely used in the Czech Repuldic gkample Kléka and
Scholleova, 2010; Mudova, 2012; o€ amska, 2015). Completely different his-
torical and economic development of the developmthemies makes the use of
prediction models widely questionable in the CzBapublic and other transi-
tion economies. This is the main reason why thelarises plenty of approaches
constructed in the transition countries such asiitbnd Hungary as members
of Visegrad Group and Baltic states (Latvia, Lithiasand Estonia). Polish models
are Hadasik (Hamrol and Chodakowski, 2008), HoRfzciecha, 2005 and Ham-
rol and Chodakowski, 2008), Gajdka and Stoda (Kisika and Waszkowski,
2010 and Hamrol and Chodakowski, 2008), Prusaki€¢hiska and Waszkow-
ski, 2010), PAN-C, PAN-D, PAN-E, PAN-F, PAN-G, Wiba, Poznanski, D1,
D2, D3, D4 (all previously discussed in Kisielinskad Waszkowski, 2010),
Apenzeller and Szarzec, Pogodzinska and Sojakk @wmjd Stawicki (all previ-
ously discussed by Hamrol and Chodakowski, 2008& Hlungarian models are
created by Hajdu and Virdg by the discriminant gsial as well as the logit
model (Hajdu and Virag, 2001). The Baltic models &orins and Voronova
(Jansone, Nespors and Voronova, 2010), Merkev{biigskevicius et al., 2006),
two factor model (Koleda and Lace, 2009), Stoslgte3kus, Berzinskiene and
Virbickaite, 2007), Genriha and Voronova (GenriliRgttere and Voronova,
2011) and R model (Davidova, 1999). Due to papgepange the models' for-
mulas cannot be displayed in this paper but theyls found in the relevant
mentioned literature. According to literature ravige formulas of some models
are not uniform and therefore all known versiores\arified.

2. Objectives and Methodology

This part is dedicated to the paper's objectiveswsed research methodolo-
gy. The part consists of the subparts Paper's igsc Research methods, Ana-
lyzed industry branch and Definition of surveyeditis. The subpart 2.1
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Paper's objectives defines research questionssditigart 2.2 Research methods
is dedicated to the methods used for fulfilling thegoer's objective. The final
verification is applied to the chosen industry lofarfsubpart 2.3 Selectdd-
dustrybranch) from which the appropriate enterprisessatected (subpart 2.4
Definition of surveyed entities).

2.1. Paper's Objectives — Research Questions

The paper should solve several connected reseprestions. The first re-
search question verifies the explanatory poweheraccuracy of already exist-
ing models predicting financial distress. Accordiogpart 2 there are 40 differ-
ent models' formulas. The research should providarswer if models created
in the past are still sufficient for today's dearsimaking process. The second
guestion stems from the first one. It is looking fiaodels with the highest accu-
racy because these models should be recommendqudactical use. The re-
search is based on the models created in trangiionomies and verification is
done on national data (Czech Republic) and thezétarpens a question if there
are differences among the models created in desdl@ountries, the Czech
Republic and other transition economies. On therdtland this was not a prima-
ry research objective to evaluate national diffeesnand therefore the national
differences are not evaluated separately but thikgeme out as by-products of
the primary objective.

2.2. Research Methods

This paper evaluates the explanatory power anidnoesince of various pre-
diction models. The models' quality and accuraay lba measured and com-
pared by several metrics. Sobehart, Keenen and @e00) mention the follow-
ing tools: Cumulative Accuracy Profiles (CAPs); Acacy Ratios (ARs); Condi-
tional Information Entropy Ratio (CIER); Mutual brimation Entropy (MIE).
On the other hand the Basel Committee on Bankimpe&ison (2005) provides
its list of tools according to their popularity time financial industry: Cumulative
Accuracy Profile (CAP) and its summary index, thec&racy Ratio (AR);
Receiver Operating Characteristic (ROC) and its many indices, the ROC
measure and the Pietra coefficient; Bayesian eaate; Conditional entropy,
Kullback-Leibler distance, and Conditional Inforioat Entropy Ratio (CIER);
Information value (divergence, stability index); n¢&ll’'s t and Somers’ D (for
shadow ratings); and Brier score.

The tools used for verification are described irdiately. Specifically, the
following methods are Type | Error, Type Il Err&®QOC curve and its coefficient
AuROC. The usage of Type | Error and Type Il Erindispensable in this
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kind of research. The main advantage is simpleutation whose results are
easily interpretable and transparent even for etguking high mathematical
and statistical education. Almost all papers waghkivith creation or verification
of prediction models use these measures (for examjtiman, 1968; Agarwal
and Tafler, 2007; Karas and Rékova, 2013; Miudova, 2012). The definition
of Type | Error and Type |l Error is displayed iafile 1.

Table 1
Type | Error and Type Il Error
Estimated
Non-default Default
Observed Non-default True False alarm (Type Il Brro
Default Miss (Type | Error) True

Source:Fernandes (2005).

An example of Type | Error is when the model maakdefaulted enterprise
as a hon-defaulted enterprise. On the other hamah wie model classifies a non-
-defaulted enterprise as a defaulted enterprige ithia a case of Type Il Error.
The results are also highly dependable on the sasipé and therefore instead
of absolute values it is better to prefer relativeasures. The amount of all de-
faulted enterprises marked incorrectly is dividgdtire number of all defaulted
enterprises (Type | Error). Vice versa, the numifeaall non-defaulted enterpris-
es marked incorrectly is divided by the number Ibhan-defaulted enterprises
(Type Il Error). Models are generally only a sirfipition of reality and there-
fore they will never classify all cases correcfljnere is a general consensus
in the case of a high quality model which statd tha error should not exceed
20% measured in a relative term.

Another approach is represented by the ROC cireediver Operating Cha-
racteristic). This approach works as a graphiaall @@igure 1).

The ROC curve is shown by the Rating Model, Perfodel represents
a curve without any incorrect classification and Bandom model can be intro-
duced as a coin flip. The index indicator ROC (alatded in the literature as A,
AUuROC or AUC) can be graphically shown as the areder the Rating Model.
The explanatory power of the model is higher tleatgr the area under the Rating
model is. This paper uses the ROC curve and itficieat as an additional tool.
Further information about construction and advaesagf this tool can be found
in Basel Committee on Banking Supervison (2005).

The paper first evaluates the models accordinfype | and Type Il Errors.
Secondly the ROC curves are designed but only fudals whose error rate did
not exceed 20%. The main difference between eatesrand ROC curves is the
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following. Error rates are based on original cut pdints selected by models'
authors but ROC curve does not use original cupoiiits. The ROC curve tries
different cut off points for dividing entities inttefaulted and non-defaulted groups.

Figure 1
Receiver Operating Characteristic Curves
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Source:Basel Committee on Banking Supervison (2005)8p. 3

2.3. Selected Industry Branch

Enterprises belonging to different industries dédfer in performance, finan-
cial results, composition of liabilities or asskecause different activities induce
specific requirements. Due to this fact it is comntbat verification of models
predicting financial distress is done on one orers®lected industry branches. It
is recorded by researches carried out bykdeand Scholleova (2010JAmska
(2015) and many others. This paper verifies modelshe data sample consist-
ing of enterprises belonging to the same industanth. The selected industry
branch is CZ-NACE 25, called Manufacture of fabrechmetal products, except
machinery and equipment. The Manufacturing, as agits subpart CZ-NACE
25 has been highly negatively influenced by thé désbal economic crisis. The
number of defaulted enterprises in this industgnibh is one of the highest in
the Czech Republic as proven by the following resess:Camska (2013) or by
Creditreform (2014).

2.4. Definition of Surveyed Entities

It is necessary to define which enterprises aeel isr models' verification in
this paper because it carries serious consequenceistained results. The bank-
ruptcy models are designed with two data samples »nsists of enterprises
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classified as non-defaulted (in other words with lesk of bankruptcy, healthy).

The other one contains enterprises classified &ulted (in other words with

high risk of bankruptcy, unhealthy, already bankKxru@omparable approach is
also applied in the case of models' testing.

Enterprises creating economic value added inedry 2010, 2011 and 2012
are defined as non-defaulted entities for papepgses. Gradually increasing
invested capital is one of the most important gmiee goals, emphasized by
Synek and Kislingerova (2010) as well as by Velmet Srpova (2005). In spite
of the computation of economic value added fronarfitial accounting data
(Jordan, Westerfield and Ross, 2011) the economiligevadded is one of the
best indicators for measuring the main entreprestgoigoal.

According to literature review the definition oéfdulted enterprises is not
uniform. This paper is based only on publicly aablié data and therefore uses
the definition of a legal term from Act No. 186/ Coll., Bankruptcy and
Settlement (the Insolvency Act). As defaulted &itthis paper defines enter-
prises to which the insolvency proposal was dedldiging 2012, 2013 and first
months of 2014. The second assumption is the dat#ahility. Although all
Czech enterprises should regularly publish theiarcial data they break this
legal requirement very often (CRIF — Czech Creditd2wu, 2013). The assump-
tion of a compact annual data series at least feaes before declared insolven-
cy proposal is very strict which therefore sigrafitly reduces the final data
sample.

According to the aforementioned criteria the gutises are extracted
from the corporate database Albertina. The amofiehterprises is displayed in
Table 2.

Table 2
Size of Data Sample — Number of Enterprises
Data sample — original export Final data sample after clearing
Non-defaulted 4599 390
Defaulted 74 40

Source:Author.

3. Results

The values of prediction models introduced in Raare computed for enter-
prises from the final data sample. The group of-defaulted enterprises is eval-
uated based on annual financial statements covéringear 2012. The group of
defaulted enterprises is evaluated on the badiseoAnnual financial statements
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which cover the first or second year before bantayBankruptcy is expressed
as the court has agreed to insolvency proposaliriitigl step is calculating the
Z-scores. The second step is evaluating enterpaisesrding to the original cut
off points. Most models use two or three zones Ithgagrey and unhealthy).
But some models such as R model, Bonita index dn@ald Bonita Index work
with more than three zones. Enterprises are dividdscoring zones and these
results are compared with real situation (healtlwealthy). Measures of Type |
Error and Type Il Error in a relative term are cargal. The indicator reliability
presents the number of entities classified cowaditlided by all entities in the
related sub-group /healthy x bankrupt). The surthefratio of Type | Error or
Type Il Error and the appropriate reliability indtor is not always equal to one.
This is caused by models using grey zone and byaittethat some enterprises
were not classified because of the non-availabilityequired data.

The results of the indicators Type | Error and &ypError are displayed in
Tables 3 and 4. Table 4 is determined for Polishdete All verified models
except the Polish are included in Table 3. Darlbwad numbers indicate when
error indicators are higher than 50% or reliabilitgicators ale lower than 50%.
Light coloured numbers are used when it almost30éb.

Table 3
Explaining Power of the Verified Models Except thePolish Models

Defaulted entities Non-defaulted entities
Model Reliability Type | Error Reliability Type Il Error
Altman 0.775 0 0.715 0.008
IN99 0.725 0.025 0.233 0.013
INO1 0.850 0.025 0.626 0.008
INO5 0.900 0.025 0.718 0.018
Doucha 0.675 0.075 0.421 0.144
Grunwald 0.625 0.050 0.644 0.013
Kralicek 0.850 0.050 0.782 0.046
Bonita index 0.775 0.050 0.818 0.000
Hajdu and Virag 0.075 0.900 0.979 0.021
Hajdu and Virag — logit 0.900 0.050 0.713 0.287
Sorins and Voronova 0.975 0 0.890 0.110
Merkevicius 0.975 0 0.721 0.279
2factor_1 0.100 0.875 0.982 0.015
2factor_2 0.600 0 0 0.969
2factor_3 0.025 0.950 1.000 0.000
Stoskus 0.350 0.600 0.426 0.574
Genriha and Voronova 0.300 0.700 0.997 0.000
R model 0.850 0.150 0.867 0.121

Source:Author.

Incorrect classification in case of defaulted canips is connected with the
approaches of Hajdu and Virag, two factor modelérsions 1 and 3, Stoskus,
Genriha and Voronova (all previously mentionedudeld in Table 3), Holda in
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version 1 and 2, Gajdka and Stoda in both versiBA®-C, PAN-D, Wierzba in
both versions and Pogodzinka and Sojak (all preslomentioned included in
Table 4). Low reliability in this sub-group is alsonnected with approaches by
Appenzeller and Szarec and Sojak and Stawicki.tAildel analysis based on the
ROC curves could be applied to the approaches byaX, IN99, INO1, INO5,
Doucha, Grunwald, Kralicek Quick Test, Bonita indetajdu and Virag in logit
version, Sorins and Voronova, Merkevicius, two dactodel in version 2,
R model (all previously mentioned included in TaBjeHadasik, Prusak in both
versions, from the PAN family approaches E, F, Ggrianski, D1, D2, D3 and
D4 (all previously mentioned included in Table 4).

Incorrect classification in case of defaulted camips is connected with ap-
proaches of the two factor model in version 2, Big3(Table 3), D1 and D4
(Table 4). Low reliability in this sub-group is alsonnected with the approaches
of IN99 and Doucha.

The results for both sub-groups can be summaegddllows. Further evalua-
tion is appropriate for the approaches Altman, INOID5, Kralicek Quick Test,
Prusak in both versions, from the family PAN mod@#s\-E, PAN-F and PAN-G,
Poznanski, D2, D3, Hajdu and Virag in logit versi®@orins and Voronova,
Merkevicius, R model, Grunwald and Bonita index.

Table 4
The Explaining Power of the Verified Polish Models

Defaulted entities Non-defaulted entities
Model Reliability Type | Error Reliability Type Il Error
Hadasik 0.750 0.200 0.895 0.105
Holdal 0 0.975 1.000 0
Holda2 0 0.975 1.000 0
Gajdka and Stoda 1 0.125 0.825 0.979 0.021
Gajdka and Stoda 2 0.050 0.500 0.874 0.095
Prusak 1 0.875 0.050 0.710 0.090
Prusak 2 0.950 0 0.651 0.118
PAN-C 0.350 0.525 0.985 0
PAN-D 0.300 0.6 0.985 0
PAN-E 0.800 0.125 0.974 0.010
PAN-F 0.875 0.100 0.982 0.018
PAN-G 0.850 0.125 0.967 0.033
Wierzba 1 0.400 0.550 1.000 0
Wierzba 2 0.325 0.625 1.000 0
Poznanski 0.825 0.125 0.938 0.062
D1 0.975 0.025 0.541 0.459
D2 0.850 0.100 0.838 0.162
D3 0.900 0.050 0.718 0.282
D4 0.900 0.050 0.541 0.459
Appenzeller and Szarzec 0.500 0.325 0.928 0.015
Pogodzinka and Sojak 0.100 0.675 1.000 0
Sojak and Stawicki 0.550 0.050 0.815 0.059

Source:Author.
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The approaches predicting corporate financialresst chosen according to
the results in Tables 3 and 4 are evaluated usi®@@ROC Curve and its appro-
priate AUROC coefficient. The statistical progra®SS is used for this determi-
nation. The final results are shown in Table 5. altrangement of the models is in
the descending order: from the largest to the @siadrea. All evaluated models
provide better results than Random Model (coin) fhpcause the area is larger
than 0.5. For all verified models the value of AuR®@oefficient is higher than
0.8 and their explaining power is therefore high.

Table 5
AuUROC Values for Models with Low Type | and Il Error
95% Confidence interval
Std. error® Asymptotic sig?®

Results Models Area Lower Upper
Merkevicius 0.994 0.004 0 0.985 1
PAN-E 0.989 0.007 0 0.974 1
Sorins 0.989 0.006 0 0.978 1
INO1 0.987 0.011 0 0.965 1
INO5 0.987 0.011 0 0.965 1
PAN-F 0.986 0.008 0 0.970 1
Grinwald 0.984 0.007 0 0.972 0.997
Prusak 2 0.982 0.012 0 0.959 1
Bonita 0.982 0.017 0 0.949 1
Altman 0.980 0.010 0 0.961 0.999
PAN-G 0.978 0.012 0 0.955 1

D3 0.974 0.009 0 0.957 0.991
Kralicek 0.969 0.016 0 0.937 1
Prusak 1 0.964 0.023 0 0.919 1
Poznanski 0.964 0.017 0 0.930 0.998
D2 0.953 0.017 0 0.919 0.986
R model 0.919 0.025 0 0.869 0.969
Doucha 0.848 0.050 0 0.751 0.945
Hajdu and Virag 0.839 0.020 0 0.800 0.878
Note:*Under the nonparametric assumptibull hypothesis: true area = 0.5.

Source:Author.

The used data samples are strictly polarized dulkeet definition of surveyed
entities described in part 3.4. The critical vabdi@ny area under the ROC Curve
is usually stated as 0.8 but according to thetstidarization the critical value
should be moved. If it is shifted to 0.9 boundamgrt the models created by
Doucha and Hajdu and Virag in logit version do hatve enough explanatory
power. The paper should have solved two conne@séarch questions which
can be answered right now.

The first question was focused on the verificatbexplanatory power or the
accuracy of already existing models predicting ritial distress. There were
tested 40 different models' formulas. The reseacttiirmed that there are some
approaches predicting financial distress which lbarused nowadays although
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they have been created in the past. These modeKikrsufficient for decision

making and prediction. The question 2 stemmed filoenfirst question. Its aim

was to evaluate which models are the best or ierotbords which have the
highest accuracy and therefore could be recommefategractical use. The
approaches are displayed in Table 5 and we esphem@iommend approaches
whose AuROC coefficient exceeds 0.9.

4. Discussion

This paper answered the research questions imeddin part 3.1. The first
guestion was focused on the appropriate accurapyedfiction models. The part
Resultsconfirmed that there are many approaches usepréalicting corporate
financial distress which have enough explanatomyeyo This means that these
approaches can be used nowadays for the deciskingndhese approaches are
specifically Merkevicius, PAN-E, Sorins, INO1, INOBAN-F, Griinwald, Prusak
2, Bonita, Altman, PAN-G, D3, Kralicek, Prusak hzRanski, D2 and R model.
These mentioned models were not created in the sam@omic, political and
geographical conditions. There are Czech approaelsesell as Polish or Baltic
tools accompanied by models created in developadtdes. This is the case of
Bonita Index, Altman and Kralicek in this sampliecan be summarized that the
country of origin does not determine the modelalityy The values of AUROC
coefficient exceeded 0.9 in our data sample. Thppeoaches predicting finan-
cial distress were able to explain at least 90%toflied entities. These results
enable us to conclude a debate about the nece$sitg new models' construc-
tion. There is no need of a new prediction modelabse there are plenty of
models with high accuracy and explanatory powepforpurposes.

In spite of answering the research question mémgrassues are opened. It is
impossible to conclude the debate that there areetter approaches. Plenty of
tools predicting distress were not published besafsthe institutions' know-
how. There is a high probability that some modetseanot discovered although
they were published, but in insignificant sourcesnational languages. The
common critique is that models created in the aped countries should not be
used for the Czech Republic and other transitiamt@s because of different
conditions. This paper reacts to this critique aedfies many approaches creat-
ed in transition economies which have similar histd, economic and political
development as the Czech Republic.

The models predicting financial distress can nduection for all verified
cases because they are not a physical law andatbiyyon probabilistic roots.
Still we would like to ask a question why some jpc&dn approaches have
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significantly higher accuracy than others. It hagsrbproven by the research on
previous pages. The model's success or in moratsicievords reliability and
accuracy is set up already during the creation @ahlse explanatory power of
every analysis or created model generally dependbhedata quality and quan-
tity. It is almost impossible to construct a relalmodel predicting financial
distress using only 10 business cases and evenviegyrdifferent entrepreneuri-
al branches. It is not usual that authors publiehgamples size and many veri-
fied models above were not retaken from originairses. The used data should
be representative in terms of size, industry bragelgraphical area or owner-
ship relationships of statistical units (in our €dmisinesses). The models' con-
struction methods should be used adequately. Téearehers should respect
limitations, statistical requirements etc. It ispiossible to come to a conclusion
if all these conditions were fully met during theea@tion phase. On the other
hand a comparison of an applied statistical methitidhot bring serious differ-
ences because discriminant analysis and logit abipare based on the same
statistical assumptions and therefore they proemaparable results. The main
difference between discriminant analysis and I@gibbit) is just in user inter-
pretation. Discriminant analysis is verified dudhie evaluation table and logit is
verified as a probability of occurring the statettod world. Last thinking could
be about the models' variables. It may be surgyibirt the most reliable models
are based on general financial ratios such asmredor assets, total leverage
or liquidity working with net working capital. Orh¢ other hand many Polish
models use very specific ratios based on invergarel they fail for the Czech
data. It can be caused by the non-representatizeused for the model's crea-
tion, specifics of some industry branches or spedévelopment of inventories
management in the Polish enterprises. This parhghags contained qualified
considerations which can be further discussed &ad published but with their
verification based on data it will not be achieabl

Conclusion

This paper focused on the verification of apprescpredicting corporate fi-
nancial distress. The explanatory power (or aceyrat these approaches was
evaluated. Four dozens of these tools were verifi@dse of the industry branch
CZ-NACE 25, Manufacture of fabricated metal produexcept machinery and
equipment. This industry branch had a significamtinber of enterprises under
insolvency proposals during the last global ecoramnisis in the Czech Republic.
Statistically significant data samples were testgdpproaches as Type | Error,
Type 1l Error, ROC Curves and their related AuRGd&féicients. This paper
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confirms that there are models predicting finandiatress which have high ac-
curacy and their practical use is recommended.é& approaches are specifically
Merkevicius, PAN-E, Sorins, INO1, INO5, PAN-F, Guiald, Prusak 2, Bonita,
Altman, PAN-G, D3, Kralicek, Prusak 1, Poznanskz, &nd R model.

It is necessary to emphasize that the modelsgtireglicorporate financial dis-
tress should provide quick and inexpensive recondiagons. On the one hand
they can help in decision making and strategy itedtut on the other hand they
should not be used as the only tool. These modeisat operate at 100% because
they are not a physical law. They will be alwayl/@nsimplification of the reality.
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